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A differential microcalorimeter was used for the reading of transition temperatures. 
The inherent factors in both the instrument and the sample which may introduce 
variables in temperature measurements carried out with the calorimeter were studied 
together with modifications of the reading methods. An accurate technique is described 
for the preparation of the sample and measurement of temperature. The proposed 
method, when applied to organic standards of very high and of decreasing purity, 
gives an accuracy of temperature reading in the order of -I-0.1 ~ and confirms a rela- 
tionship between experimental and theoretical values. 

When a chemical compound is subjected to thermal investigation, certain 
physical and/or chemical transitions take place at characteristic temperatures. 
Knowledge of the transition temperature and the amount  of  energy involved ena- 
bles one to investigate these changes and the nature of  the sample in question. The 
solid ~ liquid transition of organic substances, i.e. the melting point, can be used 
for evaluating the degree of purity of these compounds.  Precise measurements 
of  the transition temperature using methods based on adiabatic calorimetry [1 ], 
t ime-temperature diagrams [2] and triple point measurements [3] is possible only 
if special instruments and large amounts of  sample are available. However, it 
appeared possible to increase the reliability of temperature readings by using rapid 
calorimetric methods on smaller samples in the range of a few milligrams, provided 
that  certain precautions were taken to eliminate the causes of the more common 
errors. For this purpose a Perkin Elmer DSC-1B differential micro-calorimeter 
has been used. This instrument [4, 5] permits one to measure quantitatively the 
energy involved in a physical or chemical t ransformation using a few mg of sample. 
The temperature of  the source, f rom which energy is supp!ied to the sample, is 
simultaneously recorded. 

The principle of  differential calorimetric analysis consists in heating the sample 
under test and an inert reference material according to a predetermined pro- 
gramme. The energy is supplied to the sample in such amounts that its tempera- 
ture is always equal to that of the reference. The energy supplied is measured in 
millicalories per second (Aq/At)and is recorded as a function of the programmed 
absolute temperature (~ 
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230 PELLA, NEBULONI: TEMPERATURE MEASUREMENTS 

The aim of this paper is to show that by studying the experimental factors in- 
fluencing the measurement, and by using highly purified substances having known 
melting points as temperature standards, it is possible to use a differential calori- 
meter to obtain temperature readings reliable to 0 . 1 %  

Study of experimental variables 

The precision of temperature measurements using a differential calorimeter is 
influenced by various factors [6]. Some of these are instrumental factors whereas 
others are determined by the properties of the sample. These factors must there- 
fore be rigorously controlled to obtain reliable measurements. It is assumed that 
the commercial apparatus DSC-1B (Differential Scanning Calorimeter) and its 
operating technique are known and therefore further description will be omitted. 

The instrumental factors are: (a) scanning speed, (b) external thermal resistance, 
(c) thermal capacity of the pan, and (d) nature of the flushing gas in the sample 
holder assembly; the factors inherent in the sample are: (e) weight, (f) purity, 
(g) internal thermal resistance, and (h) geometry. 

(a) Scannin9 speed 

Since the desired temperature is that of the equilibrium between the solid and 
liquid phases, heating should be such that conditions approaching thermodynam- 
ic equilibrium are achieved at all times. Due to the resistance of the sample to 
heat transmission, the heat required for melting cannot be supplied instantane- 
ously but only over a certain time interval. If the change in the programmed 
temperature during this time interval is small, the error in the determination of the 
transition temperature will be reduced. Working under dynamic conditions there- 
fore requires low scanning speeds and an expanded temperature scale (i.e. high 
recording chart speed) to get better resolution on the temperature axis. 

The rate of heating must be constant. The DSC-1B calorimeter can provide 
very slow and linear scanning rates. The minimum rate of heating, 0.5~ is 

Tab le  1 

Inf luence  o f  the  s c a n n i n g  ra te  on  the  t e m p e r a t u r e  ind ica t ion  

Substances 

p - N i t r o t o l u e n e  
N a p h t h a l e n e  
P h e n a n t h r e n e  
Benzoic acid 
Anisic acid 

Melting temperature, ~ 

0.5~ l~ 

319.60 319.70 
350.25 350.50 
371.30 371.55 
394.70 394.75 

- -  455.90 

2~ 

319.75 
350.60 
371.75 
394.85 
456.25 
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not useful in practice for temperature measurements with micro-quantities of  
organic substances, because it can cause the complete loss of the sample by subli- 
mation. It is therefore not advisable to use rates lower than l~ and, for high- 
melting compounds a heating rate of 2~ may be necessary. Table 1 shows 
that the difference between the m.p. measured at rates of l~ and 2~ is 
generally within _+0.1 ~ 

(b) External thermal resistance 

Under this heading are considered resistance factors which hinder the imme- 
diate transfer of heat from the heating element to the sampIe, The most signifi- 
cant of these, designated R0, is that between the heating surface and the sample 
pan. The temperature recorded is not that of the sample (Ts) but that of the heat- 
ing surface, i.e. the programmed temperature (T). A difference, or thermal lag, 
exists between these two temperatures which is related to the resistance Ro and 
the rate of heat flow by Newton's equation: Tp - T~ = R0 (dq/dt). (In practice 
the ratio between finite differences A q/A t is used instead of the true derivative 
dq/dt.) The heat flow is proportional to the thermal lag of the signal and depends 
on the constant R0. R0 has not been eliminated by any existing instrument for 
thermal analysis, although it has been possible to reduce it within certain limits, 
by rigorous control of the pan geometry. The pan has a flat, circular base, which 
affords the largest possible area compatible with the diameter of the holder to 
assure maximum contact with the heating surface. This is only achieved if the 
pan bottom is flat and makes perfect contact with heating surface. R0 and 
the thermal lag, Tp - Ts, are then reduced to a minimum, thus improving the 
measuring accuracy. 

According to the manufacturer's instructions [7], for accurate temperature 
measurements it was necessary to ensure the tight packing of the sample. A spe- 
cial punch was supplied to adjust the pan shape after closure but, unfortunately, 
it was not always possible to obtain sufficient pressure on the punch and it some- 
times chipped the lip of the pan. Temperature values were therefore obtained 
which varied according to the position of the pan in the holder (Table 2). In the 
section "Measuring Procedure", a more accurate technique will be suggested for 

Table  2 

D e p e n d e n c e  of  the  t e m p e r a t u r e  i n d i c a t i o n  f rom the  pan  pos i t i on  

Indium 99.9999 
m.p. 429.75 ~ 

N o r m a l  p a n  
P a n  wi th  r i go rous ly  

s t a n d a r d i z e d  geome t ry  

Starting 
position 

429.70 

429.05 

Melting temperature, ~ 

Rotation Rotation 
of 120 ~ of 240 ~ 

430.05 429.95 

429.05 429.08 
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preparing the sample pan in such a way that a perfect contact with the holder 
surface is always obtained, and which prevents variations in the results irrespective 
of the position of the pan in the holder (Table 2). 

The constant R 0 also appears in the equation representing the slope of the 
curve [7]: 

d2q 1 dTp 

dt 2 R o dt 

I f  R 0 could be reduced to a very small value, an increase in the slope of the as- 
cending branch of  the fusion diagram and thus a more reguIar diagram would 
be obtained. At the limit for R0 = 0, a vertical line instead of a peak would appear 
in the diagram [8]. 

(c) Nature of the flushing gas 

During measurement, the protecting chamber formed by the screw top of the 
sample holder assembly was flushed by an inert gas. The influence of the gas flow 
on temperature measurements was studied, and to obtain information on the 
influence of the nature of gas used, helium and nitrogen were compared under 
identical conditions. For the medium temperature zone, indium and benzanilide 
were chosen, while for higher temperatures tin and carbazol were used. 

The results are shown in Table 3. Except at very high temperatures the gas 
flow has no substantial influence on the measurements. 

Table 3 

Influence of the flushing gas on the temperature measurements 

Substances 

Indium 
m.p. 429.76 

Benzanilide 
m.p. 436.36 

Tin 
m.p. 505.06 

Carbazole 
m.p. 518.46 

Melting temperature, ~ 

429.1 

437.6 

508.9 

520.9 

Nitrogen cmZ[min 

10 25 

429.5 429.7 

436.4 436.5 

504.8 5O5.0 

517.7 517.7 

75 

429.7 

436.5 

505.3 

517.9 

429.1 

437.6 

508.9 

520.9 

Helium cm~/min 

10 

435.7 

443.7 

515.1 

528.7 

25 

435.5 

443.2 

514.9 

529.1 

75 

435.2 

442.9 

514.6 

529.6 

The melting temperature of indium, with nitrogen at 25 cma/min, is taken as reference 
temperature for the calibration. 
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A difference of several degrees was found in the melting points of the compounds 
in Table 3 when nitrogen was replaced by helium as flushing gas; thus the attain- 
ment of equilibrium of the system depends on the nature of the gas used. In the 
present experiments nitrogen was better than helium. 

The manufacturers mention errors that could be caused by the high thermal 
conductance of helium at temperatures above 350 ~ but in practice it has been 
found that it gave rise to errors even at lower temperatures. In fact: 

(I) a difference of about 0 .8 -  1.0 ~ was observed between the readings for metals 
and pure organic compounds having close melting points; 

(II) a difference was observed between the melting points recorded under static 
(gas flow 0 cm3/min) and dynamic conditions; for indium this was as high as 6.4~ 

(III) sublimation effects were increased and spurious endothermic peaks occa- 
sionally appeared. 

(d) Thermal capacity of  the container 

During calorimetric analysis, the test sample was enclosed in an aluminium 
container or pan. If  ms is the mass of the sample, mk the mass of the pan, and c~ 
and c k their respective specific heats, the energy absorbed (AH~) per degree is: 

AH~ = m~cs + mkc k 

Its derivative with respect to the time is: 

dHs dT 
dt = (m~Cs + mkek) dt 

where the expression (m~c~ + mkCx. ) represents the thermal capacity of the system. 
As the reading on the ordinate is dq/dt, it is seen that the contribution of the total 
thermal capacity results in a displacement of the base line [7]. The value m~c~ 
for 2 mg of organic sample is approximately 0.5 mcal/~ while that of mkC k is 
about 5 mcal/~ Thus the total thermal capacity, and hence the displacement of 
the base line, is due almost entirely to the pan. 

In measuring temperatures by the manufacturers' method [7], it must be re- 
membered that the true base line is shifted from the interpolated base line as shown 
above. The true base line must be used to find the point of intersection for tempera- 
ture reading. The effect of this factor on temperature measurements is very small 
and is entirely eliminated by using readings at the top of the peak. 

(e) Sample weight 

The amount of heat required for an endothermic transition is proportional to 
the weight of the sample. Although there is no difficulty in measuring either large 
or small amounts of heat, the thermometric indication is influenced by the total 
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amount of energy involved. If high precision measurements are required, sample 
weights must be selected that will produce as little variation as possible in the 
recorded temperature. The el;served temperature may be affected by thermal 
lags (weight of sample above 5 rag; high values of the ordinate dq/dt); variations 
in the ascending slope of the melting curve (different weights and different particle 
sizes in the sample); and by prolonged heating (different amounts of heat for differ- 
ent weights of the same sample cannot be supplied in equal periods of time). 

Sample weight should, therefore, be kept between 2 and 4 mg, but not so small 
as to impair the reading through sublimation. If different substances are examined, 
weights should be selected that absorb the same amounts of  heat on fusion. 

Table 4 shows the melting points obtained for different weight of the same sub- 
stance. Variations in sample weight of ___ 1 mg alter the normal melting point  
reading by 0.2 ~ . 

Table 4 

Influence of the sample weight on the temperature indication 

Substances 

p-Nitrotoluene 
Phenanthrene 
Benzanilide 

Melt ing temperature, ~  

1 mg 

319.87 
370.25 
435.82 

2 mg 

320.08 
370.97 
436.07 

3 Ulg 

320.29 
371.22 
436.15 

4 mg 

320.52 
371.39 
436.26 

(f) Sample purity 

Only extremely pure compounds show sharply defined and constant melting 
points. When examined by the DSC technique, the calorimetric curves for these 
compounds show a straight line which rises steeply from the base line correspond- 
ing to the points of constant temperature cf  the solid --* liquid transition. How- 
ever this is only true in the case of exceptionally pure compounds, such as zone- 
refined p-nkrotoluene, whose melting curve is shown in Fig. 1. But with organic 
substances the sample is usually of limited purity. During the melting process there 
is always a difference in the compositions of the solid and liquid phases; i.e., the 
basic premise that the composition of the two phases must be the same for the tem- 
perature to remain constant throughout melting, does not hold. The result is that 
melting takes place over a range of temperature, rather than at a single, fixed 
temperature. 

Due to premature partial melting (premelting) the DSC run (Fig. 2) shows an 
cndothermal melting curve rising slowly from the base line. This curve h as a chang- 
ing slope and a rounded peak. The temperature recorded is, therefore, not well- 
defined but covers a range. It is usual to accept the end of this endothermal curve 
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as the melting point [2]. This temperature, Tin, is lower than the melting point 
�9 of the 100 ~ pure substance, To, by a value, A T, which is related to the molar frac- 
.tion of impurity, x2, by the van't  Hoff  equation: 

A T T O T m RT~ - -  ~ - -  X 2 
AHf 

F i g .  1 

Also in this case, the temperature recorded must be consistent with the theoretical 
temperature depression predicted in the equation, and only if this is true can the 
Teading be accepted as valid. 

(9) Internal thermal resistance 

The heat supplied to the sample must not only overcome the external resistances 
but also the internal resistance of the sample itself. This resistance can be evalu- 
a ted  as being inversely proportional to the conductance : the less the conductance, 

�9 L T h e r m a L  A n a l .  3, 1 9 7 l  
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the larger the thermal lag and, therefore, the time needed to carry out transition. 
The conductance of a metal, expressed in c a l x s - ~ x c m  -~, is 250-3(30 times 
larger (kmean = 0.1) than that of an organic compound (kmea~ = 0.1;003- 
0.1;(304). For this reason, if we examine a metal and an organic compound that 
theoretically melt at the same temperature, there will be discrepancies in the melt- 
ing point readings measured outside the sample, as is the case with DSC. These 
differences have been clearly demonstrated in measurements with helium as flush- 
ing gas and, to a lesser extent, in those using nitrogen. To check this point, the 
melting points of some organic temperature standards were determined. Then, 
in order to increase the total thermal conductance of the sample and thus to elim- 
inate the errors caused by the low heat conductance of the organic material, 
the measurements were repeated after mixing the substances with a metal powder 
(gold powder was used because other metals, such as silver and aluminium, may 
react with the sample). The data in Table 5 show a definite lowering of melting 
temperatures of substances when mixed with gold powder, resulting from in- 
creased conductance. 

Table 5 

Melting temperatures of organic substances mixed with metal 

Normal sample 
Sample mixed with Au 

powder 

Melting temperature, ~ 

Benzoic acid Benzanilide 

395.56 436.46 

393.26 396.11 

Anisic acid 

456.16 

455.71 

The practical implication is that only organic reference substances may be used 
for calibrating the temperature scale when the instrument is to be used for study- 
ing organic compounds. 

(h) Sample geometry 

The sample geometry is determined by granulation, compactness, and distri- 
bution in the pan. The granulation influences the readings considerably, as can be 
seen in Table 6 : generally, the smaller the particle size, the higher the melting point. 
According to literature [9], finer particles should facilitate the conduction of heat 
and promote a more rapid response to heating and hence a lower melting point. 
With the DSC technique the observed effect was the opposite. After the first 
melting and subsequent solidification, the sample was transformed into a com- 
pact thin layer, and further melting point readings became constant at a value 
somewhat below that originally found. In order to eliminate the influence of par- 
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Table 6 

Influence of the geometry on the temperature indications 

Sample geometry 

Particle size 350-250# 
Particle size 200-100 # 
Particle size 50/x 
Particle size 10/~ 
Thin layer (2 nd melting) 
Powder of 10 # pressed at 

manual pressure 
pressure of 5 atm. 
pressure of 10 atm. 

Melting temperature, ~ 

Naphthalene Benzoic acid 

352.76 394.76 
352.96 395.36 
353.31 395.66 
353.56 395.86 
353.46 395.56 

353.56 395.86 
353.61 395.76 
353.66 395.56 

Benzanilide 

435.16 
435.96 
436.36 
436.46 
436.46 

436.46 
436.41 
436.21 

* The melting temperatures were corrected according the calibration curve 

ticle size, the sample should be ground to a sufficiently fine powder and distributed 
uniformly; a preliminary melting run should be made, then the sample should be 
allowed to solidify and the m.p. retaken. 

Compactness may either be natural, as determined by particle size, or artificial, 
i.e. increased by applying external pressure. The effect of compactness caused by 
the pressure applied to the pan was investigated by means of a press giving repro- 
ducible pressures. The data given in Table 6 show that there is no appreciable 
difference between melting points obtained with pans pressed either manually 
or at 5 arm, and the maximum difference observed between these and samples 
pressed at 10 arm is 0.2 ~ 

The conclusion is that  manual  pressing is sufficient both  to squeeze the sample 
into a thin layer and to obtain good pan geometry: higher pressures are not ne- 
cessary and do not appreciably alter the temperature reading. 

The distribution of sample material in the pan contributes to the szmple geom- 
etry: if the distribution is not even, the peak will have an irregular shape and a 
broader  base, with larger errors in temperature measurements. 

This review of instrumental and sample factors shows that some of them are 
more important  than others and need special attention to obtain precision and 
reproducibility of  readings. 

Undoubtedly the most important  factor is pan geometry, as it determines the 
constant and minimum value of Ro. The pan should always be an aluminium rim- 
less disc with a perfectly flat bot tom. The geometry and purity of the sample are 
also important.  Attention should be paid to the sample gecmetry, but preliminary 
melting reduces its influence to a negligible value. Sample purity does not interfere 
with the measurement unless a substance of insufficient purity is used as tempera- 
ture standard. Other factors that may interfere with the uniformity of reading, 
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such as the scan speed, the nature of the flushing gas, and the weight of the sample, 
are easily standardized; the influence of the thermal capacity of the sample pan 
may be lowered to a negligible amount. 

In these studies another factor was also taken into consideration, viz. the ther- 
mal emissivity of the two cells, but as this factor proved to have no influence on 
temperature measurements no further attention was paid to it. 

Reading criteria 

Once a calorimetric record of a solid -~ liquid transition is obtained, a suitable 
criterion for temperature reading is necessary. A standard method recommended 
by the makers of the calorimeter [7] is as follows: from the top of the peak (Fig. 2) 
one draws a straight line having a slope equal to that of the ascending limb of the 
melting peak of indium, obtained by observing the same measuring parameters, 
and from the intersection of this line with the true base line, a perpendicular line 
is drawn to the abscissa, where the corresponding temperature is read. 

This procedure corrects the temperature at the peak for thermal lag and gives 
a provisional value which must still be corrected for instrumental errors as de- 
rived from a calibration graph. The corrected value represents the melting tempera- 
ture. 

This method is based on the highest point of the peak, and introduces a correc- 
tion for thermal lag, which lowers the accuracy of the initial reading. 

It appears reasonable to read at the highest point of the peak, as it represents 
the end of the transition for both pure and impure compounds, but it is not log- 
ical to apply to organic substances a correction for thermal lag which has been 
obtained with a metal reference sample of different weight and conductance, 
without any certainty that the R0 values are the same. This criterion may be con- 
sidered useful for other purposes, but not for highly accurate temperature measure- 
ments. 

The method of reading at the top of the peak should be used, because it is sim- 
pler and more accurate; this method has been adopted by other investigators [10]. 
The reading should always be corrected by reference to an independently deter- 
mined calibration graph. However, these readings are only reliable if the peaks are 
definite and properly shaped; it the peaks are flat or irregular the reliability de- 
creases. In these cases the method of reading based on the geometrical median 
line is recommended. 

This is done by finding the midpoints of straight line segments connecting the 
two branches of the peak at various levels parallel to the abscissa (Fig. 3), then 
drawing a line through the midpoints and taking the intersection of this line with 
the calorimetric curve as its maximum value; the perpendicular projection of 
this point to the abscissa gives the temperature reading. 

Another reading method, perhaps the best, is based on extrapolation of the 
curve obtained by plotting the fraction of melting heat as a function of tempera- 
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ture (Fig. 4). The melting curve of a substance is thus converted to a diagram of 
per cent melting heat against temperature: i.e., to a calorimetric melting curve. 
The total heat of melting is obtained by integration of the area of the melting 
curve, whereas the partial melting heats are obtained by integration of partial 
areas corresponding to selected temperatures within the peak (Fig. 2). The curve 

i 

320- 

E # 

319.5 

319 

~319,85 

/ 

/ 
[ 

50 100 Ahf, % 
Fig.  4 

(Fig. 4), extrapolated to intersect the temperature axis, gives the final melting 
temperature. This method is more sophisticated than the single reading at the 
top of the peak, and should be reserved for special cases. Whichever method is 
adopted, the common and essential requirement is that all experimental errors 
be reduced to a minimum, and that the pan geometry be rigorously standardized. 

Measuring procedure 

The instrument used was the Perkin Elmer DSC-1B calorimeter. The sample 
holder assembly was washed with solvent and heated to 500 ~ for 15 minutes be- 
fore use. Temperature equilibration of the two cells was checked by using the 
"Differential" adjustment with pans of identical geometry containing a suitable 
metal. For the temperature range from 100 to 200 ~ the most suitable standard 
was indium, and from 200 to 300 ~ , tin. 
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The "Differential" and "Average" adjustments were sensitive to mechanical 
vibration and temperature changes; the reproducibility of measurements depended 
also on these parameters. The sample containers were the usual "leaking", or 
non-hermetic pans; hermetically sealed pans were not suitable because they had 
high, irreproducible Ro values. All pans and covering discs were washed with sol- 
vents, rinsed with doubly distilled water, and dried at 110 ~ before use. Organic 
samples were ground in an agate mortar and carefully dried over P20~ under 
vacuum. 

Equal amounts (between 2 and 4 rag) of the same sample were used, and calori- 
metrically equivalent amount when the substances were different. 

The sample was carefully spread out in the pan and covered with the disc, and 
the pan closed with the crimping press and then transferred to a sharp-edged cir- 
cular hole in a steel plate (6.8 mm diameter, 5 to 7 mm deep) placed on a flat, 
smooth steel surface; the capsule was vigorously pressed successively with two 
steel punches having diameters of 6.7 mm and 5.8 mm respectively. The sample 
and reference pans were then transferred to the holders. The pans were sometimes 
covered with aluminium lids to reduce heat emission and sublimation; this did 
not change the temperature readings. The sample holder assembly was closed 
by its cover, and dry nitrogen was passed through at 25 cm 3 per minute. It was im- 
portant to maintain a constant gas flow, particularly at very high temperatures. 
The sample was then rapidly heated to melting temperature and after solidi- 
fication and cooling, the pan was usually reshaped. 

After these preparatory steps, the true calorimetric run was carried out using 
the following instrumental conditions. Chart speed 240 mm/min, range 4 mcal/s; 
the scan speed was kept at 4~ up to a temperature approximately 10 ~ below 
the melting point and then decreased to 1 or 2~ 

Experimental measurements 

As a final test, after investigation of all experimental variables and determination 
of the best experimental conditions, two series of calorimetric measurements 
were run: the first with highly pure organic substances, and the second with others 
of known decreasing purity. 

The first series of measurements was intended to verify the limits of accuracy 
inherent in these temperature readings. Organic substances for which the literature 
provided either the exact melting point or the triple point temperature were used 
as standards. Such substances gave fixed reference points in the temperature range 
from 50 to 300 ~ All these substances were purified by zone refining to such a level 
of purity that they melted at practically constant temperature. Table 7 shows the 
substances used and their literature solid--+ liquid equilibrium temperatures. 

The melting points of temperature standards used were determined by following 
the described "Measuring procedure" and reading temperatures at the top point 
of the peak. The Table also shows the temperature values found and the differences 
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Table 7 

Temperature measurements with calibration standards 

243 

Substance 

p-Nitrotoluene 
Naphthalene 
Phenanthrene 
Benzoic acid 
Dimethylterephthalate 
Benzanilide 
Anisic acid 
2-Chloroanthraquinone 
Carbazole 
Anthraquinone 

Reference 
melting tem- 

perature, 
~ 

324.70 [111 
353.44 [12] 
373.10 [13] 
395.53 [14] 
413.84 [15] 
436.36 [16] 
456.14 [11] 
482.20 [I1] 
518.50 [11] 
557.76 [11] 

T r e a d  , ~ 
(mean value 
from 3 det. s) 

320.70 
351.32 
371.97 
395.23 
413.75 
436.72 
456.55 
482.58 
518.39 
556.28 

A T  

e x p .  

-- 4.00 
--2.12 
--1.13 
--0.30 
--0.09 
-I-0.36 
-t-0.43 
-t-0.38 
--0.11 
- -  1 . 4 6  

theor. 

-- 4.04 
--2.25 
- 1 . 2 5  

- 0.40 
I-0.07 
/-0.46 
t-0.57 
/-0.47 
- 0.22 
- 1 . 6 3  

Mean 

Dev. 

0.04 
0.13 
0.12 
0.10 
0.16 
0.10 
0.14 
0.11 
0.11 
0.17 

0.12 

-1 

-2 

-3 

-4 

m 

Tread, ~ 
3o0 4o0./ SOON ~oo 

t I 
I 
I 
I 

f I 

Fig. 5 

between these and  the l i terature values. By plot t ing differences versus measured 
temperatures,  as recommended by the makers,  the parabol ic  curve shown in Fig. 5 
was obtained.  The posi t ion of values on this curve provided adequate evaluat ion 
of  the accuracy of temperature  readings. However,  the curve itself is represented 
by a quadrat ic  equat ion  that  was calculated by the least squares method  using 
the  values ATe• of Table 7. 
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y = --0.278 + 2.921x -- 2.426 x 2 

400 - Tread 
where for mathematical  conveniency x - 

100 

and y = ATexp. 

From this equation, the theoretical correction values for the readings can be cal- 
culated and then compared with the experimental values (see also Table 7). This 
comparison shows that the average deviation of experimental f rom theoretical 
values is _+ 0.12 ~ which is therefore the order of accuracy of temperature readings 
afforded by the differential scanning calorimeter under opt imum measuring con- 
ditons. 

The second series of measurements was carried out to verify the suitability 
of the different reading and measuring techniques adopted. To make substances 
of  known and decreasing purity, two of the ultrapure substances used in the first 
series of  experiments were taken, namely p-nitrotoluene and phenanthrene, and 
weighed amounts of other standard substances were added to them as "impuri-  
ties". By diluting these low-purity mixtures with ultrapure solvent (p-nitrotoluene 
or phenanthrene) in calculated amounts, mixtures of  increasing purity were pre- 
pared. Samples of  different purities were prepared as multicomponent and not 
binary mixtures, in order to control the molar fraction of added impurities by the 
method described for the differential calorimeter [7]. By means of preliminary 

Table 8 

Melting temperature of standards at decreasing purity 

Substances 

p-Nitrotoluene 100 % purity mol. 
p-Nitrotoluene 99.98% purity mol. 
p-Nitrotoluenr 99.75% purity tool. 
p-Nitrotoluene 99.50% purity mol. 
p-Nitrotoluene 99.25% purity tool. 
p-Nitrotoluene 99.00% purity mol. 
p-Nitrotoluene 98.00% purity tool. 
Phenanthrene 100 % purity tool. 
Phenanthrene 99.99% purity tool. 
Phenanthrene 99.75% purity tool. 
Phenanthrene 99.50% purity tool. 
Phenanthrene 99.25% purity tool. 
Phenanthrene 99.00% purity tool. 
Phenanthrene 98.00% purity mol. 

M.T.  ~  
theoretical 

324.70 
324.69 
324.56 
324.42 
324.27 
324.13 
323.56 
373.10 
373.09 
372.94 
372.78 
372.62 
372.46 
371.82 

A T  
theoretical 

0.011 
0.132 
0.286 
0.429 
0.572 
1.144 

0.064 
0.160 
0.320 
0.480 
0.639 
1.278 

AT obtained from 
measured melt. temp. 

Mid- 
Top point 

read- read- 
ing ing 

0.13 
0.13 0.13 
0.31 0.30 
0.47 0.48 
0.70 0.69 
1.34 1.36 

0.19 0.16 
0.34 0.38 
0.55 0.50 
1.04 0.98 
2.25 2.16 

Con~ Extra- 
pol. vention- 

read- al 
ing read- 

ing 

0.13 0.10 
0.27 0.39 
0.49 0.57 
0.71 0.87 
1.24 1.39 

0.17 0.11 
0.36 0.36 
0.50 0.60 
0.96 0.99 
1.84 2.03 
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runs, it was ascertained that the substances added as impurities did not form solid 
solutions with the solvent. 

The results of these experiments are shown in Table 8, together with the values 
found using various reading methods and the theoretical values calculated by apply- 
ing the van't  Hoff equation. It can be seen that the measured variations in melting 
temperatures at various levels of impurity are consistent and in agreement with 
the theory. Naturally, due to the limitations inherent in the use of the DSC tech- 
nique for measuring temperature the agreement is not very good, but it is suffi- 
cient. At low levels of purity (99 and 98 ~)  the agreement with theory is less good 
probably due to the deviation from the ideal behaviour of dilute solutions. 

As regards reading criteria, the best results were those obtained by graphical 
extrapolation; there was no difference in temperatures which were read visually 
at the top of peak or extrapolated from geometrical midpoints. 

There was a difference between the results obtained using these methods and 
those obtained with the method recommended by the manufacturers, the former 
being more accurate. Finally, concerning the technique and sample preparation, 
it is emphasized that the instructions must be followed closely, as otherwise the 
temFerature indications obtained will be at varian2e in contrast to those deduced 
theoretically by the application of the van't  Hoff equation. 

The authors wish to thank Prof. G. Milazzo of the Istituto Superiore di Sanitgt (Rome) for 
assistance in the work. 
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Rt~SUM~ - -  On a utilis6 un  microcalorim~tre pour  la d6termination des temp6ratures de t ran-  
sition. On a 6tudi6 les facteurs inh6rents tt la fois ~ l ' instrument  et tt l '6chantillon, susceptibles 
d ' introduire  des variations dans les mesures thermom6triques et l 'on a propos6 des moditica- 
tions. On d6crit une technique pr6cise pour  pr6parer l '6chantil lon et mesurer la temp6rature. 
La m6thode proposde, appliqu6e ~t des 6talons organiques de tr~s haute purer6, ainsi que de 
puret6 moins 61ev6e, donne une pr6cision de l 'ordre de ___ 0.1 ~  la lecture de la temp6rature 
et confirme une relat ion entre les valeurs exp6rimentales et th6oriques. 

ZUSAMMENFASSUNG - -  Ein Differentialmikrokalorimeter wurde zur Best immung der Uber -  
gangstemperaturen angewandt.  Man  untersuchte die Faktoren  sowohl seitens des Instru- 
ments wie der Probe, durch welche Variablen in den mit dem Kalorimeter  ausgefiihrten ther- 
mometr ischen Messungen eingefiihrt werden kSnnen,  weiterhin wurden Modifikat ionen der 
Ablesemethoden vorgeschlagen. Ein sicheres Verfahren zur Probeberei tung und Temperatur-  
messung wird beschrieben. Die Methode gab bei der Anwendung yon organischen Standard-  
stoffen sehr hoher  und minderer  Reinheit  eine Genauigkeit  von 0 . 1  ~ 

Pe3ioMe - -  OnHcaHo  nc nonb30Ba H~ e  MnKpoKa~opHMeTpa ~ H ~ e p e n ~ n p y ~ m e r o  T n n a  ~ n  

o n p e n e n e H ~ g  TeMffepaTyp n e p e x o n a .  P a 3 p a 6 0 T a n a  n a ~ e ~ n a a  MeTO~HKa ~Hg n p H r o T o P n e n n n  

0 6 p a 3 ~ a  a a 3 M e p e n n a  T e M n e p a T y p u .  E c ~ n  n p e ~ n a r a e M ~ f i  MeTO~ HCHOHb3OBaTb ~H~ o p r a H n -  

q e c x n x  CTaH~apToB B~COKOH HHCTOTH, TO 3TO ~aeT BO3MO~HOCTb o n p e ~ e n g T b  T e M n e p a T y p ~  

c TO~HOCTblOHOpfl~Ka --J-0./~ ~ n O ~ T B e p ~ a e T  COOTHOIIIeHHe M e ~ y  3KCHepHMeHTa~LH~MH H 
TeopeTH~eCKHMH Be~HqHHaMB. 
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